University of
Zurich™

http://r-bayesian-networks.org/

GILLES KRATZER, PHD
PROF. REINHARD FURRER

gilles.kratzer@gmail.com
NICOLAS HUBER reinhard.furrer@math.uzh.ch
USER! CONFERENCE, ONLINE 07.07.2021 nicolas.huber@uzh.ch

BAYESIAN NETWORKS MEET -
OBSERVATIONAL DAIA -

O

®

©


mailto:gilles.kratzer@gmail.com
mailto:reinhard.furrer@math.uzh.ch
mailto:nicolas.huber@uzh.ch
http://r-bayesian-networks.org/

Gilles Nicolas

SCHEDULE

Brief introduction on Additive Bayesian modelling

Hands-on exercise: first analysis

More advanced features of Additive Bayesian modelling

lands-on exercice: advanced features

Wrap-up and discussion
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Material for the workshop
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Hands-on exercises on advanced features
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Wrap-up and discussions
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Presentation

Presentation / Hands-on
exercises / Zip folder

Presentation

Hands-on exercises / Zip folder

Additive Bayesian Network Modelling in R

Bayesian network a s

More ressources about ABN

is a form of probabilistic graphical models which ves from empirical data a directed acyclic graph (DAG)

Introduction
Installation

http://r-bayesian-networks.or =

Literature
Further ressources

Project maintained by
gilleskratzer

Hosted on GitHub Pages — Theme
by mattgraham

downloads 693/month | CRAN |2.5-0 - 2021-04-23

Introduction

Bayesian network modelling is a data analysis technique which is ideally suited to messy, highly

correlated and complex datasets. This methodology is rather distinct from other forms of
statistical modelling in that its focus is on structure discovery - determining an optimal graphical
model which describes the inter-relationships in the underlying processes which generated the

data. It is a multivariate technique and can used for one or many dependent variables. This is a

data driven approach, as opposed to, rely only on subjective expert opinion to determine how

variables of interest are inter-related (for example: structural equation modelling). An example

can be found in the American Journal of Epidemiology where this approach was used to
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MOTIVATIONAL EXAMPLE: CREDIT CARD FRAUD DETECTION

PREDICTION

Credit Card Fraud Detection
Using Bayesian and Neural Networks

Sam Maes

Karl Tuyls

Bram Vanschoenwinkel

Bernard Manderick
Vrije Universiteit Brussel - Department of Computer Science
Computational Modeling Lab (COMO)
Pleinlaan 2
B-1050 Brussel, Belgium
{sammaes@ ktuyls@,bvschoen@,bernard@arti.}vub.ac.be

Abstract

This paper discusses automated credit card fraud de-
tection by means of machine learning. In an era
of digitalization, credit card fraud detection is of
great importance to financial institutions. We apply
two machine learning techniques suited for reason-
ing under uncertainty: artificial neural networks and

do the fraud detection. After a process of learning,
the program is supposed to be able to correctly clas-
sify a transaction it has never seen before as fraud-
ulent or not fraudulent, given some features of that
transaction.

The structure of this paper is as follows: first we
introduce the reader to the domain of credit card
fraud detection. In Sections 3 and 4 we briefly ex-



MOTIVATIONAL EXAMPLE: CREDIT CARD FRAUD DETECTION
PREDICTION

Credit Card Fraud Detection
Using Bayesian and Neural Networks

Qam Manc Karl Tuvle Rram Vanechaenwinkel
experiment | +10% false pos | £15% false pos
\ ANN-fig 2(a) | 60% true pos 70% true pos
ANN-fig 2(a) | 47% true pos 58% true pos
ANN-fig 2(c) | 60% true pos 70% true pos
BBN-fig 2(e) | 68% true pos 74% true pos
BBN-fig 2(g) | 68% true pos 74% true pos

Abstract rocess of learning,

. . 2 to correctly clas-
This paper discusses| Lable 1: This table compares the results achieved | .o as }f{raud-

tection by means of with ANN and BBN, for a false positive rate of re- ie features of that

of d1g1tahzat10n, Cr¢ spectivelv 10% and 15%.
great importance to | ¥ s follows: first we

two machine learninZ™teCIT U U C O e O o e render o tnemomain of credit card

ing under uncertainty: artificial neural networks and fraud detection. In Sections 3 and 4 we briefly ex-



MOTIVATIONAL EXAMPLE: VETERINARY EPIDEMIOLOGY
DATA VISUALISATION
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MOTIVATIONAL EXAMPLE: SOCIAL SCIENCES
DATA INTERPRETATION

Discovering complex interrelationships between

socioeconomic status and health in Europe: A case study

applying Bayesian Networks

Javier Alvarez-Galvez * ™ *

¢ Loyola University Andalusia, Department of International Studies, Campus de Palmas Altas, Faculty of Political Sciences and Law, Seville

41014, Spain

b Complutense University of Madrid, Department of Sociology IV (Research Methodology and Communication Theory), Campus de

Somosaguas, Faculty of Political

Social-Democratic welfare regime Southern welfare regime

Eastern welfare regime

Description of the variables:

1. GNDR: Gender (0= male; 1=female).

2. AGE: Age of respondent.

3. INSIDER: Insiderness (O=outsider; 1=insider).

4. ISEIl: International Socio-Economic Index of occupational status.
5. EDUYRS: Years of education.

6. INCOME: Household total net income.

7. DISCRIM: Self-Perceived Discrimination (SPD) (1=discrim.).

8. HEALTH: Self-Rated Health (SRH).

Networks score goodness of fit (log marginal likelihood):
Liberal welfare-state (N=16,591): -90117.89
Social-Democratic-welfare state (N=29,120): -192477.4
Conservative welfare-state (N=58,184): -319176.2

Southern welfare-state (N=37,247): -136176.5

Eastern welfare-state (N=43,846): -135422.5

Fig. 1. Bayesian networks describing interrelationships between SES and health in five European welfare states.
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EXAMPLE OF SYSTEMS EPIDEMIOLOGY DATA ANALYSED WITH ABN

Anti-microbial resistance

» Multi-drug resistant Salmonella isolates (7 a
» 43 poultry farms in Uganda

» Welfare control programme after ban of bat
» 193 different poultry farms in Sweden

Technopathy in rabbit

L ~#h 7 Longitudinal study on Pododermatitis in rabl8

ps T = » 3 commercial farms in Switzerland

—t=== » Group housing on litter and plastic slats
=== ’ Main interest: Healing process

Ruchti and al. (2019%) in PVYM



BAYESIAN NETWORKS IN THE MACHINE LEARNING WORLD

Meaningful
Compression

Structure Image

- T Customer Retention
Discovery Classification

Big data Dimensionality Feature |denity Fraud

isualistai . Classification Diagnostics
Visualistaion Reduction Elicitation Detection

Advertising Popularity
Prediction

Learning Learning Weather

Forecasting
]
M ac h I n e Population

Growth
Prediction

Recommender Unsupervised Supervised

Systems

Clustering Regression
Targetted

Marketing

Market
Forecasting

Customer

Segmentation L e a r n i n g

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning
http://www.wordstream.com/blog/ws/2017/07/28/machine-
learning-applications

Learning Tasks



OUTLINE OF THE TALK
Objective of the workshop:

How to learn from observational data?



OUTLINE OF THE TALK

Objectif of the workshop:
select

How to tearn Bayesian networks from observational data?

Bayesian Networks are defined by two elements:

Network structure:

Directed Acyclic Graph (DAG): G = (V, A)

in which each node v; € V corresponds to a random variable X;

Probability distribution:

Probability distribution X with parameters ©, which can be factorised into smaller

local probability distributions according to the arcs ajj € A present in the graph.

A BN encodes the factorisation of the joint distribution

n

P(X) = H P(X, | Pa;,©;), where Pa; is the set of parents of X,
=1




ABN WORKFLOW

1. From observational dataset deduce probabilistic model
Epidemiological constrain: mixture of distributions

2. From probabilistic model deduce structure

Observational dataset Probabilistic model Network structure
n

P(X) = || P(X; | Pa;,0;)

1 7=1 2

—> * - o

Computing directly



COMBINATORIAL WALL

# Nodes # DAGs Inference

1-15 Nodes < 1041 DAGs Exact inference
16 - 25 Nodes < 10100 DAGs Exact inference possible
26 - 50 Nodes < 10400 DAGs Approximate inference
51-100 Nodes < 10'"700DAGs  Approximate inference

101 - 1000 Nodes < 10100000 DAGs (very) approximative inference

Approximations:

» limiting number of parents per node
» Decomposable scores/efficient algorithm
» Score equivalence



SOME ELEMENTS OF PROBABILITY THEORY

1 The conditional probability of A given Bis: P(A | B) = P4, B)

P(B)

P(B | A)P(A)

|
P(B)

2 Bayestheorem: P(A| B) =



SOME ELEMENTS OF PROBABILITY THEORY

1 The conditional probability of A given Bis: P(A | B) = P](;?él)?)
| _ P(B]A)P(A)
2 Bayestheorem: P(A| B) = P (B)

Let A, B and C non intersecting subsets of nodes in a DAG G

1+2
A is conditionally independent of B given Cif: P(A,B|C)=P(A|C)P(B | ()



SOME ELEMENTS OF PROBABILITY THEORY

1 The conditional probability of A given Bis: P(A | B) = P;;?’Bl;)
| _ P(B]A)P(A)
2 Bayestheorem: P(A| B) = P (B)

Let A, B and C non intersecting subsets of nodes in a DAG G

1+2
A is conditionally independent of B given Cif: P(A,B|C)=P(A|C)P(B | ()

Theorem (Verma & Pearl, 1988): A is d-separated from B by C if, and only if, the

joint distribution over all variables in the graph satisfies::

Link between statistical statement (conditionally independence) and a graph
propriety (d-separation)



ELEMENT OF GRAPH THEORY

Let A, B and C non intersecting subsets of nodes in a DAG G

A is conditionally independent of B given C if: Al p B|C

P(A,B|C)=PA|C)P(B|C)

AL p B|C Al p B|C

.
C ©
©
©



LEARNING BAYESIAN NETWORKS

Constraint based algorithms

Learning independence
relationships

Pxi1yz <a

Search-and-score algorithms

Maximum a posteriori score

Example of scoring functions:
» Bayesian versus ML scores
» log marginal likelihood
» Bayesian-Dirichlet (BDeu,BDs,BDe)

» Bayesian Information Criterion (BIC)



LEARNING BAYESIAN NETWORKS VIA SEARCH-AND-SCORE ALGORITHMS

M = (5,0 )

O\

Model selection Parameter estimation

P(M|D) = P(Om,SD) = P(OM|S,D) - P(SD)

model learning parameter learning structure learning



DEEP DIVE INTO ABN

From now on ... ABN specific



ABN

STRUCTURE LEARNING

Search and score algorithm

Structures

glm

FYyy

AIC/BIC

score 1
score 2

score 3

score 4

goof

Exact or heuristic search A ’
< °®
® z

Bayesian network with
highest posterior
probability



ABN STRUCTURE/PARAMETER LEARNING

Search and score algorithm

Structures  glm AIC/BIC

Exact or heuristic search A ’
: score 1
< °®
® z

Bayesian network with

s o
®
5 e score 2 3 0 c
‘:;& — score 3 cﬂ “Q
.

score 4 highest posterior

probability

Parameter estimation -’\
» compute marginal posterior density A "

» regression estimate



ABN STRUCTURE/PARAMETER LEARNING

Search and score algorithm

Structures  glm AIC/BIC

==

’

Exact or heuristic search A
z — score 1
o ®go®
‘ ‘ . score 2 a Q Q z Random effect
. o0&
‘?& — score 3 Q < ‘
o Causality! Bayesian network with
i - T 4 . highest posterior
Ban/Retain babilit
structures probabliity
Parameter estimation Using R
» compute marginal posterior density buildScoreCache()
mostProbable()

» regression estimate

fitAbn()




Model learning Search function Parameter learning
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